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● PS7 (05.12.2024): Tokenizers  
● PS8 (12.12.2024): Bigram, Neural Language Model and RNN 

○ HW3 release 
● PS9 (19.12.2024): Transformers Decoder-only (GPT) 
● PS10 (16.01.2025): Transformers Encoder-only (BERT) and Seq2seq 

Modeling 
○ HW4 release 

● PS11 (23.01.2025): Pre-Training and Fine-Tuning 
● PS12 (30.01.2025): Experiment Reproducibility and NLP Debugging 

○ HW5 release 
○ HW6 release

Syllabus for Practice Sessions (PS) 7 - 12



● “Build to Use” 
○ Implement all the necessary components to build a language 

model (GPT) from scratch. 
○ Use high-level wrappers for each block, as commonly practiced 

in industry and academia.

The philosophy behind this series of sessions



To not get lost in space over time, let’s 
Use a mind map



Language Modeling pipeline nowadays



Break down of Ready to use Data



Today’s subject: Tokenization



Tokenization Algorithms



Tokenization is at the heart of much of the 
weirdness in LLMs



● The characters are divided into tokens, and some of these tokens 
can be quite long, such as “.DefaultCellStyle”.

Why can't LLM spell words?



Why can't LLM spell words?



Why can't LLM spell words?



Why can't LLM do super simple string processing tasks like reversing a 
string?



Try out a live tokenizer here

https://tiktokenizer.vercel.app/?model=o200k_base 

https://tiktokenizer.vercel.app/?model=o200k_base


Why is LLM worse at non-English languages?



Why is LLM bad at simple arithmetic?

Future reading: https://www.beren.io/2023-02-04-Integer-tokenization-is-insane/ 

https://www.beren.io/2023-02-04-Integer-tokenization-is-insane/


Why did GPT-2 have more than necessary trouble coding in Python?



Why should I prefer to use YAML over JSON with LLMs?



LLM is not end-to-end language modeling



What is the real root of suffering?



What is the real root of suffering?

Tokenization



Let’s jump into it 🚀


